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We proposed a methodology that allows to maximize the population transfer from a high vibrational
state of the a3Σ+ triplet state to the vibrational ground state of the X1Σ+ singlet state though the
optimization of one pump and one dump laser pulses. The pump pulse is optimized using a fit-
ness function, heuristically improved, that includes the effect of the spin-orbit coupling of the KRb
[b-A]-scheme. The dump pulse is optimized to maximize the population transfer to the ground state.
We performed a comparison with the case in which the pump and dump pulses are optimized to max-
imize the population transfer to the ground state employing a genetic algorithm with a single fitness
function. The heuristic approach turned out to be 70% more efficient than a quantum optimal control
optimization employing a single fitness function. The method proposed provides simple pulses that
have an experimental realm. Published by AIP Publishing. https://doi.org/10.1063/1.5052019

I. INTRODUCTION

Ultracold polar molecules are of central interest in emer-
gent research fields as quantum phase transitions,1,2 ultracold
chemistry,3–5 strongly correlated quantum systems,2 and new
schemes for quantum information processing.6 In contrast with
ultracold atoms, ultracold polar molecules offer the possibil-
ity to study the effect of anisotropic long-range interactions in
the collective quantum dynamics of strongly correlated many
body systems.7,8 Cold and ultracold controlled chemistry are
possible only when the translational energy of the colliding
atoms is less than the perturbation of external fields, because
thermal motion randomizes molecular collisions and precludes
the coherent control by the external fields.9 Applications of
ultracold controlled chemistry are reported in a wide range
of studies, from the role of scattering resonances in chemical
reactions10 to the importance of intermolecular forces in the
determination of chemical reactivity.11

There are several experimental strategies to obtain
cold molecules. Some methods attempt direct cooling over
molecules, such as Stark12,13 or Zeeman14,15 decelerators,
or buffer gas cooling.16 However, laser cooling from cold
molecules is experimentally challenging because of the inter-
nal complexity of molecules.17 Other methods to obtain cold
molecules use dense samples of cold atoms, which are used
to create cold molecules by magnetic tuning of Feshbach res-
onances8,18,19 or by photoassociation.20–24 The resulting cold
molecules stay in high vibrational levels, close to the disso-
ciation limit, and additional steps are necessary to steer the
molecule toward the ground vibrational level.25 Stimulated

a)Electronic mail: rguerrer@stanford.edu
b)Electronic mail: mariacm@mit.edu
c)Electronic mail: caarango@icesi.edu.co

rapid adiabatic passage (STIRAP)26,27 has been successfully
employed for producing ultracold molecules from weakly
bound Feshbach resonance molecular states.8,18,28,29 Although
STIRAP has been experimentally successful in obtaining ultra-
cold diatomic molecules,8,29 it requires the previous identifi-
cation of an intermediate state connecting the initial state with
the ground vibrational and electronic state of the molecule.19,29

However, advances in the fields of laser stabilization and gen-
eration of femtosecond laser combs30 would allow STIRAP
to work arbitrary energy gaps,8,29,31 even though STIRAP
requires the ability to maintain the phase coherence between
Raman lasers of different frequency.26

Promising schemes have been proposed for producing
ground vibrational molecules by considering the use of shaped
laser pulses.22–24,31 The first theoretical scheme proposed to
obtain v = 0 molecules was based on the use of linear chirped
pulses (LCP) to pump the initial wave packet to an excited
energy curve. This scheme was applied to Cs2 achieving
improvement of the efficiency of obtaining cold molecules
compared with proposals based on CW laser pulses only.32,33

The use of genetic algorithms for the pump pulse optimiza-
tion has been proposed theoretically to obtain ultracold Rb2

molecules at a specific ground state level; this approach
showed considerable enhancement of the cold molecules yield
compared with the use of unshaped pulses.34 In recent work,
nanosecond shaped pulses have been proposed to enhance the
production of ultracold Rb2 molecules.35 Researchers have
demonstrated experimentally and theoretically the advantages
of using shaped pulses not only for pumping the initial wave
packet to the excited states but also on dumping it to the ground
electronic state by stimulated emission.35–38

Gradient-based optimal control theory has been widely
employed in chemical physics.39–41 Quantum Optimal Con-
trol (QOC) based on Krotov’s algorithm has been used to
obtain ultracold Na2 and KRb molecules from weakly bound

0021-9606/2018/149(24)/244110/10/$30.00 149, 244110-1 Published by AIP Publishing.
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excited molecules.25,42 Ndong and Koch25 showed the pos-
sibility of obtaining ground vibrational KRb molecules from
Feshbach molecules by employing shaped lasers. Although
Feshbach molecules are always produced in a linear superpo-
sition of triplet a3Σ+ and singlet X1Σ+ states, the present work
focuses on the study of the transfer of KRb molecules from
an initial vibrational state of the a3Σ+ triplet to the ground
vibrational state of the X1Σ+. This vibrational stabilization
is carried out by employing a pseudospectral formulation of
the QOC based on genetic algorithms (QOC+GA).43 In future
works, we will apply the proposed QOC+GA methodology on
realistic Feshbach molecules.

The importance of spin-orbit coupling (SOC) in the for-
mation of ultracold molecules has been assessed and employed
for Rb2, RbCs, and KRb.22,23,25 In this work, we propose a
heuristic approach to find an effective fitness function aimed to
ease and make more efficient the pulse optimization. The result
of our approach is an effective fitness function that accounts
for both the pump and dump processes and also the spin-orbit
coupling between the electronic curves b3Π and A1Σ.

This paper is organized as follows: In Sec. II, we define
the KRb nuclear and electronic system and describe the gen-
eralities of our QOC+GA method. Section III is divided into
three subsections. The first subsection (Sec. III A) discusses
the time scales associated with the dynamical evolution of
the system. The second subsection (Sec. III B) displays the
results of a traditional QOC approach in which a single

fitness function is employed to reach the target state. The
third subsection (Sec. III C) describes the results of a pro-
posed approach where a heuristic improvement is performed to
obtain an effective fitness function that accounts for the pump
and spin-orbit coupling. A comparison between the effec-
tiveness of both approaches is found throughout this section.
Finally, conclusions are presented in the final section of this
paper.

II. THEORETICAL MODEL AND METHODS

We are considering the set of potential energy curves
(PECs), transition dipole moments (TDMs), and spin-orbit
coupling (SOC) corresponding to the [b-A]-scheme of
39K87Rb molecule,19 presented in Fig. 1. This [b-A]-scheme
includes two singlet states: X1Σ+ and A1Σ+ and two triplet
states: a3Σ+ and b3Π. The corresponding Born–Oppenheimer
PECs are VX , VA, Va, and Vb respectively. Two TDMs are
considered in the [b-A]-scheme: one TDM coupling the PECs
belonging to the singlet manifold d̂XA and the other TDM
coupling the PECs within the triplet manifold d̂ab. At the
same time, we included a SOC between triplet and singlet
excited states, which consists of a diagonal element, Ŵbb, and
a nondiagonal element, ŴbA.

In atomic units, kinetic and potential energy operators of
the Hamiltonian, Ĥ = T̂ + V̂, are: T̂ = (−1/2m)∂2/∂R2, and

V̂ =
*.....
,

V̂X (R) + εD(t)D̂X (R) 0 0 εD(t)d̂XA(R)
0 V̂a(R) + εP(t)D̂a(R) εP(t)d̂ba(R) 0

0 εP(t)d̂
†

ba(R) V̂b(R) + Ŵ†bb(R) Ŵ†bA(R)

εD(t)d̂
†

XA(R) 0 Ŵ†bA(R) V̂A(R)

+/////
-

. (1)

We have included the permanent dipole moments D̂X and
D̂a used in a previous work,44 in order to incorporate pure
vibrational transition induced by the coupling with the laser
pulses.

The proposed control scheme employs two linear chirp
pulses (LCPs). A first pulse, the pump pulse εP(t), triggers
the excitation of the KRb from the first electronic triplet

state, a3Σ+, to the second triplet state, b3Π. Shortly after, a
dump pulse εD(t) stimulates the transition between the excited
and ground electronic singlet states, A1Σ+ and X1Σ+, respec-
tively. In order to ensure independence between pump and
dump mechanisms, the triplet–triplet and singlet-singlet tran-
sitions are affected only by their corresponding resonant pulse,
accounting for the orthogonality of the two spin manifolds.

FIG. 1. The [b-A]-scheme for the
39K87Rb diatomic molecule.19 (a)
Potential energy curves (PECs). (b)
Transition dipole moments (TDMs)
for the {a3Σ+, b3Π} (d̂ab) and the
{A1Σ+, X1Σ+} (d̂XA) interactions.19 (c)
Spin-orbit (SO) diagonal (Ŵbb) and
off-diagonal (ŴbA) couplings.19 (d)
Permanent dipole moments (PDMs)
of the a3Σ+ (D̂a) and X1Σ+ (D̂X )
electronic states.44
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Experimentally, this can be achieved by the use of polarized
laser pulses, where the singlet transition is mediated by linearly
polarized light and the triplet transitions by circularly polarized
light.25

Each of the pump and dump pulses, ε(t), are proposed as
Gaussian LCPs with time profile43,45

ε(t) = E0 exp

[
−

(t − τ0)2

2τ2

]
cos

[
ω0(t − τ0) + 1

2 c(t − τ0)2
]
,

(2)

where τ0 the time shift, E0 the pulse amplitude,ω0 the central
frequency, c the chirp constant, and τ the pulse width.

The state of the molecule as a function of time is

Ψ(R, t) = ψX (R, t)χX + ψa(R, t)χa + ψb(R, t)χb + ψA(R, t)χA,

(3)

with χα as the orthonormal electronic states and ψα(R, t) as
the nuclear wave function on curve α.

The nuclear wave functions in (3) are obtained by solving
the time-dependent Schrödinger equation (TDSE),

∂Ψ(R, t)
∂t

= −iĤ(t)Ψ(R, t). (4)

As a result of the interaction with the pulse shape, the
formal solution of the TDSE, (4), is the Green’s function or
short-time propagator, Û(t, 0) = e−i ∫

δt
0 [Ĥ(t′)]dt′ . Numerically,

we calculate an approximation to the short-time propagator by
employing the midpoint rule to approximate the time inte-
gration, Û(t + δt, t) = e−i ∫

t+δt
t [Ĥ(t′)]dt′ ≈ e−iH(t+δt/2)δt ; the

validity of this approximation is conditioned to ~ωδt � 1,
with ~ω standing for the minimum energy of any process tak-
ing place in the simulation. The error associated to employing
a midpoint rule is O(δt3). The short-time propagator can be
further approximated using the symmetric Strang splitting as
follows:43,46

e−iĤ2δt ≈ e−iT̂δte−iV̂2δte−iT̂δt . (5)

QOC+GA method will be used to obtain KRb molecules
in the ground vibrational state of the ground electronic state
X1Σ+, starting from an excited Feshbach resonant state. We
will consider a vibrational stabilization mechanism starting
from three different excited vibrational states of the a3Σ+ PEC:

ϕa,29, ϕa,24, and ϕa,20. A stabilization scheme starting from
ϕa,29 has been previously studied using a STIRAP method-
ology,19 while ϕa,24 was used as the initial state in a Kro-
tov self-consistent procedure.25 It is important to remark that
the experimental realm of the resulting optimal pulse shapes
obtained using gradient-based methodology is a concern in
this work. It is shown that in our control scheme, the ϕa,20

initial state is considerably more efficient in producing ground
state molecules than the ϕa,24 and ϕa,29. The ϕa,29 and ϕa,24

vibrational states correspond to weakly bound KRb molecules
obtained by ramping a magnetic field over a Feshbach reso-
nance,24 while the ϕa,20 initial state is just slightly lower in
vibrational energy. The vibrational eigenvectors, ϕα ,υ(R), for
each of the three initial states considered here are obtained
by employing Colbert–Miller discrete variable representation
(DVR) method.47 A grid of 55 a.u. and 2200 grid points was
used for the propagation starting from initial states ϕa,20 and
ϕa,24, meanwhile a grid of 79.975 a.u and 3200 grid points was
used for the propagation starting from initial state ϕa,29.

An educated initial guess for a favorable transferring
mechanism can be found by considering the transition matrix
elements (TMEs), between the vibrational levels of the elec-
tronic states:

µ
υα ,υβ
α,β =

〈
ϕα,υα

��µ̂α,β
���ϕβ,υβ

〉
. (6)

In (6), integration is carried out over the entire domain of the R
variable. In this equation, the paired indices α, β correspond
to the coupled states a3Σ+ and b3Π [Fig. 2(a)], b3Π and A1Σ+

[Fig. 2(b)], and A1Σ+ and X1Σ+ [Fig. 2(c)]. The indices υα and
υβ denote specific vibrational levels in the electronic states α
and β, respectively. The operator µ̂α,β is the coupling between
the electronic states α and β, these being d̂ab for the coupling
µυa,υb

a,b , the spin-orbit coupling ŴbA for µυb,υA
b,A , and d̂XA for

coupling µυA,υX
A,X . The calculated TMEs are shown in Fig. 2.

A simple analysis based only on the TMEs allows to
find an optimal stabilization pathway connecting the absolute
ground state with the vibrational states of a3Σ+. As indicated
by the red circle in Fig. 2(c), ϕX ,0 only couples with low vibra-
tional levels in A1Σ+, around υA ≈ 11. Although the red circle
in 2(b) shows that the υA ≈ 11 levels display significant cou-
pling with υb < 35, the υb < 35 levels have no significant
coupling with vibrational levels of a3Σ+, except for a small
coupling with levels υa ≈ 3 [red circle in Fig. 2(a)]. Thus, a

FIG. 2. TMEs between vibrational levels of KRb potential energy curves (PECs).19 (a) TMEs between the triplet states a3Σ+ and b3Π, (b) the spin-orbit coupling
TMEs between b3Π and A1Σ+ states, and (c) the TMEs between singlet states: A1Σ+ and X1Σ+. Red circles in each of the panels mark the vibrational states
composing the optimal path for vibrational stabilization down to ϕX ,0 ground state.
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vibrational stabilization scheme based on purely TME transi-
tions from initial excited states of a3Σ+ will mostly end up in
vibrationally excited X1Σ+ molecules.25

We propose two different approaches to reach the absolute
ground state ϕX ,0. In the first approach (direct mechanism),
we directly targeted the ground state ϕX ,0 by designing the
appropriate fitness function for our QOC+GA methodology.
In the second approach (assisted mechanism), we assumed a
vertical transition of the vibrational state ϕX ,0 from X1Σ+ to
A1Σ+. Once the state ϕX ,0 is located on A1Σ+, we allowed it to
evolve on curves A1Σ+ and b3Π including the SOC, under the
reduced Hamiltonian

Ĥ = *
,

T̂ + V̂b(R) + Ŵ†bb(R) Ŵ†bA(R)
Ŵ†bA(R) T̂ + V̂A(R)

+
-
. (7)

The vibrational decomposition of the wave packet ϕX ,0 on
A1Σ+ and b3Π allowed us to find optimal pulses exploiting the
action of the SOC on the wave packet. Further details about
the aforementioned approaches can be found in Sec. III.

Our aim in this contribution is to apply the QOC+GA
methodology,43 in order to find an optimal sequence of
LCPs capable of producing KRb molecules on the X1Σ+

singlet in a vibrational state as low as possible constrained
to have experimental realm. A further advantage of our
method is that once the pulse is optimized, the dynam-
ics induced by the pulse is computationally reproducible by
any other correct software, and the resulting optimal pulse
shape is transferable between the researchers for future use
either as starting point for further optimization on the same
Hamiltonian or for simulating the physical process induced
by the pulse per se. Features of paramount importance for
bringing systematization to the control of quantum processes
in analogy to the systematization of electronic structure due
to the introduction Gaussian basis sets. Even further, the con-
straint to parameters that are experimentally feasible is a step
toward turning the optimal control simulations into useful
technology.

In order to achieve pulses within the experimental realm,
we constraint the pulse shapes to LCPs as in (2), at the
same time constraining the LCPs to a set of parameters that
are within experimental reach, using state-of-the-art pulse-
shaping technology. The QOC+GA methodology was previ-
ously employed for achieving active control of the dissociation
of diatomic molecules43 and for the photoisomerization of reti-
nal.46 In the present contribution, the chromosome of the i-th
individual corresponds to the concatenation of the parameters
of the LCP (2) of the pump, γP, and dump, γD, LCPs, or vec-
tors of genes, Γi = {γP, γD}. Each LCP is represented by a 5
vector of parameters γj = (E0, τ0, c, τ,ω0). As is standard in the
QOC+GA methodology, we employed two genetic operations
in order to evolve the initial population of individuals through
the optimization cycle: (1) a mutation to change one or more
genes (parameters) with probability πM and (2) a crossover
operation that combines two individuals to generate a new one
with probability πX . The chromosome of the new individual
(child) is generated as a fitness-weighted combination of the
chromosomes of the parents. For the direct mechanism, we
employed the genes γP ,D = (E0, τ0, c = 0, τ, ω0) for the pump

and dump pulses, i.e., Gaussian pulses. In the assisted mech-
anism, we employed the QOC+GA separately for the pump
and dump pulses with genes γP ,D = (E0, τ0, c, τ, ω0), i.e.,
LCPs.

In order to set up the optimization of the pulses via genetic
algorithms, we need an initial set of individuals (the first gen-
eration) and a fitness function to score the fit of each individual
and drive the evolution of the QOC+GA. We employed a pop-
ulation ranging between 10 and 15 individuals for the first
generation. The chromosomes of the individuals were ran-
domly picked within specified intervals for each parameter;
these intervals were proposed based on physical information
or constraints of the system, the pulses and the target. For
example, the field strength was limited to E0 ≤ 3 × 1010 V/m,
similar to previous studies.25 Different fitness functions were
proposed for each of the different experiments of the present
work; these will be described in detail in Sec. III. In gen-
eral, fitness functions are designed to optimize the popu-
lation that reaches a given target. The target could be a
specific vibrational state, e.g., ϕX ,0, or a more complex
function involving several states. The optimal pulses were
obtained by evolving the GA until the best value of the fit-
ness function remained constant for at least 5 subsequent
generations.

III. RESULTS AND DISCUSSION

We employed the methodology described in Sec. II with
the aim of obtaining ϕX ,0 molecules, starting from the ini-
tial states ϕa,υa , for υa = 20, 24, 29 in the a3Σ+ curve. For
the assisted mechanism, we performed calculations for all
three initial conditions υa = 20, 24, 29, and only results
starting from an initial state ϕa,20 are presented for the
direct mechanism. A comparison between initial states ϕa,υa ,
υa = 20, 24, 29, for the direct mechanism can be explored in a
future work. For the assisted mechanism, we will only display
results for ϕa,20, mentioning results for ϕa,24 and ϕa,29 only for
comparison.

A. Time scales

It is important to consider the time scales associated with
the vibrational dynamics on the PECs. In atomic units, the
classical vibrational period of level v can be estimated from33

Tvib(v) ≈ 2π(∂v/∂E) ≈ 4π |Ev+1 − Ev−1 |
−1. The classical

vibrational periods were calculated from our DVR eigenval-
ues for the electronic states A1Σ+, X1Σ+, and b3Π. Resulting
vibrational periods, T vib(v), range from 1.9 × 104 to 2.5 × 104

a.u., while the total time of the simulations for both direct and
assisted mechanisms is at least 10 times longer than the typical
T vib(v) of the pulse-coupled vibrational levels. The spin-orbit
coupling between states A1Σ+ and b3Π is ŴbA ≈ 4 × 10−4

a.u. We can estimate a typical time for the spin-orbit dynam-
ics from Heisenberg uncertainty to obtain ∆tSOC ≈ 2.5 × 103

a.u., which is at least a hundred times smaller than the total
simulation times employed in this work.

B. Direct mechanism

In the KRb [b-A]-scheme,19 TMEs are large between high
vibrational levels of the PECs, Fig. 2. The implementation of
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TABLE I. Boundaries of the parameters of the LCPs belonging to the pump
and dump frequency band.

Minimum Maximum pump Minimum Maximum
Parameter pump pump dump dump

E0(10�3 a.u.) 5.0 10.0 5.0 10.0
τ0(105 a.u.) 1.1 1.5 2.1 3.5
τ(103 a.u.) 2.0 80.0 2.0 80.0
ω(10�2 a.u.) 5.5 5.7 5.4 5.6

our QOC+GA method with a fitness function targeting only to
the X1Σ+ state, regardless of the vibrational state vX , results in
vibrationally excited X1Σ+ molecules. In order to obtain X1Σ+

molecules directly in the ground vibrational state, we propose
as fitness function

J0 =
Π0

1 − Pa
, (8)

where

Π0 = ��
〈
ϕX,0 |ψX (tmax)

〉��2, (9)

Pa = 〈ψa(tmax)|ψa(tmax)〉, (10)

with tmax the final time of the simulation. In this fitness func-
tion, the denominator 1 − Pa stands for the population that
left the state a3Σ+ at the final time. The fitness function, J0,
accounts for the fraction of 1 − Pa that reaches the target state
ϕX ,0 at time tmax.

Genetic operations of the QOC+GA will generate genes
and chromosomes within the ranges defined in Table I for the
pump and dump pulses, respectively. The frequency bound-
aries of the pump pulse were chosen around the energy differ-
ence between the initial state, ϕa,20, and the vibrational levels
of b3Π illustrated by the red circle of Fig. 2(a); for the dump
pulse, the frequency boundaries were determined from the
TMEs µυA,υX=0

A,X in a similar fashion [Fig. 2(c)]. It should also be
pointed out that we studied only transform limited pulses, that
is, c = 0. The evolution of the QOC+GA produced the optimal
pulses described in Table II and Fig. 3(a), for the initial state
ϕa,20.

Despite the significantly low TMEs involved in this stabi-
lization scheme, the results are surprisingly satisfactory. The
use of the fitness function in (8) in our QOC+GA scheme
results in a population of 19.8% in the first 15 vibrational
levels in X1Σ+, relative to the population leaving the initial
state ϕa,20. Figure 3(b) displays the final distribution of the

TABLE II. Optimized parameters of the LCPs belonging to the pump and
dump pulses, when the fitness is set to the ground state.

Parameter Optimal pump Optimal dump

E0(10�3 a.u.) 5.08 9.16
τ0(105 a.u.) 2.02 3.79
τ(104 a.u.) 6.48 2.06
ω(10�2 a.u.) 3.74 5.20

vibrational levels in X1Σ+. Although this is not a thermally
stable distribution, it is important to notice that almost an 80%
of the final X1Σ+ molecules are in levels υX < 15. In absolute
terms, the final population in the X1Σ+ state is less than the
1%. Besides to the fact of using low-intensity pulses, the pump
process is considerably ineffective in this particular pathway;
this is due to the small value of the TME coupling between the
initial level ϕa,20 in a3Σ+ and the encircled vibrational levels
in b3Π shown in Fig. 2(a).

The evolution of the electronic populations can be seen in
Fig. 4. Panel (a) displays the effect of the pump pulse on the
electronic populations, while panel (b) shows the combined
effect of the SO coupling and the dump pulse on the popula-
tions of b3Π, A1Σ+, and X1Σ+. It is noted the ineffectiveness
of the pump process, barely 5% of the initial ϕa,20 is excited
to the curve b3Π. Panel (b) of Fig. 4 displays how effective are
the SO coupling and the dump pulse populating the electronic
curves A1Σ+ and X1Σ+. Table III summarizes the results for
initial ϕa,20.

C. Assisted mechanism

The importance of the spin-orbit coupling (SOC) in the
formation of deeply bound diatomic molecules using laser
fields has been already investigated.22,23 Ghosal and co-
workers found that the magnitude of the spin-orbit coupling
strongly affects the dynamics on the excited singlet and triplet
electronic states of RbCs.23 In the case of KRb, in Fig. 1(c),
we can see that the SOC, WbA, is approximately constant with
lower value around the crossing between b3Π and A1Σ+. In
the case of RbCs, it has been observed that for this “realis-
tic” shape of the SOC, the dynamics on the excited curves are
strongly nonadiabatic with important population transfer to the
upper singlet curve. In the case of KRb, we expect to have a
similar nonadiabatic dynamics on A1Σ+ and b3Π, which could

FIG. 3. (a) Time profile of pump (blue
line) and dump (green line) pulses opti-
mized to reach the final ground state. (b)
Final composition of ground electronic
state X1Σ+. Only the first 60 vibrational
levels are included here.
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FIG. 4. Time- evolution of the populations belonging to (a) the singlet spin
multiplicity {X1Σ+, A1Σ+} and (b) the triplet spin multiplicity {a3Σ+, b3Π},
using the fitness function in (8).

facilitate the transfer to deeply bound states of X1Σ+ by the
use of a dump pulse.

An important conclusion of the works of Koch22 and
Ghosal23 is that deeply bound singlet molecules could be
formed based on an efficient mechanism for pump and dump
steps. We propose an assisted mechanism that includes the
effect of the SOC to obtain an optimal pump and dump
pulses.

Defining the function g(R) = ϕX ,0(R), we identify g(R)χA

as a wave function with the same shape of ϕX ,0(R) but on the
electronic state A1Σ+. Figure 1 shows that the transition dipole
moment dXA is relatively constant for values of R around the
minimum of the electronic curve X1Σ+; therefore, the wave
function g(R)χA will have significant overlap with the target
ground stateϕX ,0(R), being suitable to be efficiently transferred
to the target state by the dump pulse. Figure 6(a) displays the
vibrational composition of g(R)χA, which has an approximate
Gaussian shape centered at υA = 12.

In this assisted approach, instead of setting a single fitness
function, we use a systematic division of the complete stabi-
lization process in three separable idealized stages, Fig. 5. For
each of these stages, we find intermediate fitness functions
obtained from identifying the vibrational composition on each
PEC as a function of time. The outputs of these three stages
are combined to obtain a fitness function for the QOC+GA
scheme. The first idealized stage is a propagation of the ini-
tial condition g(R)χA on the electronic curves A1Σ+ and b3Π;
under the influence of the Hamiltonian in (7), the resulting
wave packet is a transient vibrational distribution at time t(1)

on curve b3Π, f (1)
b , which is used to build a fitness function

TABLE III. Results from the first optimization approach, from ϕa ,20, with a
fitness aiming to a final ground state. Here, ΠX ,υ <15 accounts for the total
population in the first 15 vibrational levels in X1Σ+.

Resulting yield (%) Initial ϕa ,20

Total ΠX ,υ <15 0.436
ΠX ,υ <15 as a fraction of 1 � Pa 21.5
ΠX ,υ <15 as a fraction of X1Σ+ 83.20

FIG. 5. Assisted mechanism. A systematic division of the complete vibra-
tional stabilization process in three separable idealized stages: P1, P2, P3.
The first stage produces an intermediate fitness function, J(1)

b , used in the sec-
ond stage. The second stage pumps the initial state ϕa ,20, producing the wave

packet f (2)
b in the electronic curve b. Stage 3 is a time evolution of f (2)

b on
curves b and A under the effect of spin-orbit coupling to produce the effec-
tive fitness function J(3)

A . In the pump stage, the initial wave function ϕa ,20

is pumped to curves b and A using J(3)
A as fitness function. The dump stage

uses two different fitness functions, JX ,0 and J0−4, to optimize the dump
pulse.

for the second stage, J (1)
b . The second stage optimizes a pulse

shape capable of driving the system from the initial Feshbach
state ϕa,20 to the target state f (1)

b using the QOC+GA scheme

with the fitness function J (1)
b without SOC; this stage produces

a final vibrational distribution, f (2)
b , on curve b3Π, which in turn

is used as initial condition for the third stage. The third stage
is a propagation, again with the (7) Hamiltonian that produces
a transient vibrational distribution f (3)

A at time t(3) on curve

A1Σ+; the distribution f (3)
A is used to build a target function

J (2)
A . Finally, we use QOC+GA with the fitness function J (2)

A to
find an optimal pump pulse capable of driving the system from
the initial wave function ϕa,20 to the target state f (3)

A in presence
of the SOC. After the effect of the pump pulse, the system is
on a nonstationary state that moves between curves b3Π and
A1Σ+ by the effect of the SOC. We then use the QOC+GA
method to find an optimal dump pulse with a well-defined fit-
ness function targeting to the absolute ground vibrational state,
ϕX ,0.

In the first stage, due to the SOC, WbA(R), the initial con-
dition, g(R)χA, evolves to a state delocalized between b3Π and
A1Σ+, as can be seen in Fig. 7(a). It is shown in Fig. 7(a) that
for time t = 794.5 fs, approximately half of the wave packet is
located in curve b3Π. The b3Π-vibrational composition of the
wave packet at t = 794.5 fs, f (1)

b , can be seen in Fig. 6(b);
it is worth to consider that this composition is centered at
υb = 25 and spread between υb = 20 and υb = 30. The vibra-
tional composition f (1)

b can be used to design a fitness function
to optimize the pump process. We propose a fitness function
that is a linear combination of the five vibrational levels with
the greatest contributions to the distribution in Fig. 6(b). This
fitness function is given by

J (1)
b =

1
Pb3Π

[
Π25 + 1

2Π24 + 1
3Π23 + 1

1.7Π22 + 2
5Π28

]
. (11)

The Πυ are the vibrational populations on the curve b3Π. The
coefficients of the Πυ are measured relative to the υb = 25
level, with weight equal to 1. The denominator Pb3Π is the
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FIG. 6. (a) Vibrational composition of the wave function g(R)χA. (b) Vibrational composition of the propagated wave function in the curve b3Π, f (1)
b , at time

t = 794.5 fs. (c) Vibrational composition of A1Σ+ population maximum at t = 597.1 fs, after the pump scheme resulting population in b3Π is allowed to evolve
via SOC, f (3)

A . The vibrational distribution in state b3Π obtained with the pump pulse optimized by (11), f (2)
b , is showed in dashed lines in (b).

population on curve b3Π, which favors mainly the vibrational
levels involved in the fitness function in (11).

The pump LCP is optimized by QOC+GA with the J (1)
b

fitness function, fixing the central frequency of the laser ω
to the energy difference between the levels υa = 20 and υb

= 25; the time τ0 is also fixed such that the pump pulse
has a negligible effect at t = 0. The other parameters of
the pump LCP are delimited within boundaries established
in a similar manner as in Sec. III B, but now the pulse is
slightly chirped positively. Pump pulse boundaries are listed in
Table IV.

For the second stage, we used the J (1)
b fitness function

[(11)], and a Hamiltonian that couples only the electronic
curves a3Σ+ and b3Π, to find an optimal pump pulse capa-
ble of producing the vibrational distribution f (1)

b . It is worthy
to remark that this pump process is not realistic because it does
not include the SOC WbA(R), which acts permanently during
the excitation process in the realistic scenario. This isolated
pump process generates an initial condition located in curve
b3Π only, f (2)

b , which is shown in dashed lines in Fig. 6(b);
we propagate this initial condition using the reduced Hamilto-
nian in (7). The electronic populations resulting from f (2)

b SOC
evolution are shown in Fig. 7(b). A careful observation of this
figure allows us to identify times at which the wave function is
mostly located in A1Σ+. The vibrational distribution of curve
A1Σ+ at t = 597.1 fs, f (3)

A , can be seen in Fig. 6(c), which is
narrowly centered at υA = 8.

The previous results can be used to propose a new fitness
function for the pump process, which accounts for both the
pump and the SOC effects. This fitness function reads

J (1)
A = Π8, (12)

with Π8 as the population in the vibrational state ϕA,8.

TABLE IV. Boundaries of the parameters of the pump LCP in the assisted
mechanism.

Parameter Minimum Maximum

E0(10�3 a.u.) 6.0 13
τ(103 a.u.) 2.0 15
c(10�9 a.u.) 1.0 100

For the final stage, we used QOC+GA with J (1)
A fitness

function to find an optimal pump pulse capable of transferring
the initial population from a3Σ+ to the vibrational state ϕA,8.
After the pump pulse, the system evolves under the effect of the
SOC. The electronic populations on curves b3Π and A1Σ+ are
shown in Fig. 7(c) and show small oscillations around the value
of 0.05, having some A1Σ+ electronic populations maximums
for times t > 4800 fs. We look for a dump pulse with param-
eters within the ranges given in Table V. The frequency ω is

FIG. 7. (a) Time evolution of the electronic populations of b3Π and A1Σ+

due to the SOC, when ϕX ,0 state is promoted to the curve A1Σ+; (b) b3Π and
A1Σ+ SOC evolution after the initial pump pulse, and (c) the SOC evolution
after the pump pulse is reoptimized. The positive section of the dump pulse
representation in time for (13) (orange) and (14) (green) fitness functions is
scaled and also showed in (c) for a better understanding of the dump scheme.
Note that the population scale is different in (c).

TABLE V. Boundaries of the parameters of the LCPs belonging to the dump
pulses for the assisted mechanism.

Parameter Minimum Maximum

E0(10�3 a.u.) 6.0 12
τ0(105 a.u.) 1.8 2.5
τ(103 a.u.) 1.0 9.0
ω(10�2 a.u.) 5.1 5.3
c(10�10 a.u.) 1.0 100
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FIG. 8. (a) Pump (blue) and dump
(green) pulses representation in time,
for the fitness function in (13) and (b)
for fitness in (14). (c) and (d) show the
wave packet projection on the first 25
vibrational levels for the first and second
fitness function, respectively.

narrowly set to the energy of the vibronic transition between
the states ϕA,8 and ϕX ,0.

To find an optimized dump pulse, two different fitness
functions are proposed. The first fitness function targets only
to the ground state ϕX ,0,

J0 = Π0, (13)

while the second fitness function targets to the first five vibra-
tional levels in X1Σ+, seeking to obtain an overall vibrationally
stable final state,

J0−4 =

4∑
i=0

Πi. (14)

The optimized pump and dump pulses, for J0 and J0−4

fitness function, are shown in Figs. 8(a) and 8(b), respec-
tively, and detailed in Table VI. For both fitness functions,
the optimal pulses were capable of producing KRb molecules
in the lower vibrational levels of the X1Σ+ curve, as can be
seen in Figs. 8(c) and 8(b), respectively. Although the vibra-
tional populations seem to be small, around 1%–2%, when

TABLE VI. Optimized parameters of the LCPs belonging to the pump and
the dump frequency bands, where the values for the dump’s two different
fitness functions are listed separately.

Optimal Optimal Optimal
Parameter pump dump (J0) dump (J0�4)

E0(10�3 a.u.) 12.6 6.55 8.70
τ0(105 a.u.) 1.00 2.54 2.13
τ(103 a.u.) 14.1 6.49 5.63
ω(10�2 a.u.) 3.35 5.21 5.21
c(10�9 a.u.) 65.4 9.95 6.95

these are measured relative to the amount transferred by the
pump pulse, 1 − Pa3Σ+ , they become 12.6% and 21.5% for the
first and second fitness functions, as can be seen in Table VII,
respectively.

Table VII also shows that for both fitness functions the
absolute ground state ϕX ,0 is nearly a 75% of the total pop-
ulation of the electronic state X1Σ+. Since the second fitness
targets to the first 5 vibrational levels, it is interesting to observe
the accumulated population of these levels as a fraction of
1 − Pa3Σ+ ; Table VII displays these results. In this case, it is
noticed that the second fitness function, (14), is more efficient
achieving this target, leaving nearly half of the population in
the excited electronic curves. Although the first fitness func-
tion was designed to target purely to the ϕX ,0 state, it seems to
be an unexpected result that the second fitness function is more
efficient transferring to this state. The optimal values of the τ0

for the pulses of Figs. 8(a) and 8(b) seem to be correlated with
the times at which the A1Σ+ electronic population reaches a
maximum. This is shown in the lower part of Fig. 7(c), where
the pulses are indicated by the orange and green curves.

For the assisted mechanism, we compared the results of
using ϕa,20 as initial state with those of using ϕa,24 and ϕa,29.
The results from Table VII show that the stabilization yield
for ϕa,20 is better than those of ϕa,24 and ϕa,29, which is due
to the more favorable couplings of ϕa,20. Also, it is worth to
mention that from an initial level υa = 29, a greater fraction of
the population excited by the pump pulse is transferred to the
final state ϕX ,0, than from the process with initial state ϕa,24, in
spite of the fact that the TMEs µυa=29,υb

a,b is almost 2 orders of
magnitude smaller than µυa,υb

a=24,b. The aforementioned observa-
tion exemplifies the complexity of the vibrational stabilization
mechanisms.
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TABLE VII. Results from the second optimization approach. A and B refer to J0 and J0�4 fitness functions.

Resulting yield (%) ϕa ,20 A ϕa ,20 B ϕa ,24 A ϕa ,24 B ϕa ,29 A ϕa ,29 B

Total yield at Π0 1.14 1.96 0.0102 3.39× 10�3 0.0103 1.38× 10�4

Π0 as fraction of 1 − Pa3Σ+ 12.6 21.5 0.0467 0.0154 2.15 0.026
Π0 as fraction of PX1Σ+ 75.1 77.9 0.237 0.0753 7.00 0.116
Π0,4 as fraction of 1 − Pa3Σ+ 14.8 25.6 0.101 4.19 14.0 11.13

IV. SUMMARY AND CONCLUSIONS

We have shown that a significant population transfer can
be achieved from a weakly bound Feshbach resonance molec-
ular state ϕa,20, to a singlet vibrational ground state ϕX ,0, by
the use of LCPs of duration in the order of picoseconds and
that can easily be produced in a laboratory. As a result of a
thorough analysis of the KRb system19 and the aid of GAs,43

after the effect of the pulses, we achieved an absolute 0.436%
of transfer to the first 15 vibrational levels υX < 15 of the X1Σ+

electronic state, when carrying out QOC calculations with a
single fitness function and a basis set of Gaussian DC pulses.
The same population transfer to levels υX < 15, as a fraction of
1−Pa3Σ+ , turned out to be 5.91%. The direct vibrational stabi-
lization scheme starting from higher excited Feshbach levels,
such as υa = 24 and 29, resulted in lower transfer yields due
to less favorable FC coupling with the target state.

On the other hand, we proposed an optimization scheme in
which we considered a sequence of three individual idealized
processes. This separation resulted in an effective fitness func-
tion capable of producing an optimal pump pulse with the aid
of a GA scheme. We proposed two different fitness functions
for the dump process to produce vibrationally stable molecules
in the X1Σ+ singlet. The implementation of the proposed vibra-
tional stabilization scheme produced a transfer of 1.14% of the
total population, when the dump pulse was optimized to reach
the ground state ϕX ,0 and 1.96% of the total population when
it was optimized to reach the first five X1Σ+ levels, υX = 0, 1,
2, 3, 4. When considered as fractions of the 1 − Pa3Σ+ popu-
lation, these yields were 12.6% and 21.5%, respectively. The
significant difference between the stabilization yields consid-
ered as fractions of the population transferred from a3Σ+ to
b3Π, and the absolute stabilization yield, establishes that the
limiting step of the stabilization process is the pump transition,
as most of the population remains on a3Σ+; this observation
is explained by the fact that we are employing low-intensity
laser pulses. It is also important to note that, as in the direct
mechanism, the results obtained by setting level υa = 20 as
the initial state were more promising that those starting from
υa = 24 and 29, due to a more favorable TME coupling with
the ground state.

The SO-assisted mechanism turned out to be significantly
more efficient than the direct one. The transfer as a fraction of
1−Pa3Σ+ was doubled using the SO-assisted mechanism, with
the first dump fitness function, and it was almost 4 times greater
with the second fitness function. These results showed that a
thorough analysis of the stabilization process can undoubtedly
improve the efficiency of the process. However, it must be
pointed out that this analysis depends on particularities of each
molecular system, contained in the TMEs.

Even though the overall yields obtained from our
approaches are smaller than those obtained by other methods,
the resulting pulses are simple enough to be reproduced with
the current laser technology, in contrast with other methodolo-
gies that require a more complex configurations of the laser
pulses.4,19,25 Also, although our results present limitations,
these can be improved by the use of gradient-based optimiza-
tion methods supplementing the reported results and also using
higher laser intensities constrained to the fulfillment of dipole
and rotating wave approximations. Finally, the success of the
proposed method for the KRb case shows great potential to be
generalized and applied to other physical systems; we plan to
address this directions in future works.
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thank Centro de Bioinformática y Biologı́a Computacional de
Colombia (BIOS) for allowing the use of their computational
resources for our calculations.
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